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' Xilinx Research - Ireland Ivo Bolsens
CTO ‘
=

» Since 13 years

> Part of the worldwide CTO organization (8 out of 36)

> Al Lab expansion part-financed through Kees Vissers

% IDA Ireland o
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'Plus a Very Active Internship Program
®NTNU

> On average 4-6 interns at any given time Norwegian University of
. e Science and Technology
>> From top universities all over the world

Karlsruher Instltut fur Technologle

>> \We are always looking for talent ;-)

POLITECNICO s
> Qverall MILANO 1863 O

>> 67 interns since 2007

>> Many found employment
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>> Many collaborations have come from this @ gEIIsVsEDI}ESIJTAT *a*s* SYDNEY
3

m Zlirich

Imperial College
London




' Mission: Application-Driven Technology Development

> ldentify strategic applications (for the last 6 years within data centers)
> Derisk emerging technologies (HBM, OpenCL, HLS)
> In partnership with universities, customers, and partners

> Current Focus: Quantifying value proposition for FPGAs in Machine Learning
>> Prototyping, testdriving, benchmarking

Qe:zcmss A AND HERE COMES AN THIS QUGHT
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'Trend:

The Rise of the Machine (Learning Algorithm)

=0 =0 >0

Mechanical Electrical Digital Virtual
Steam powered Mass production Automated Machine Learning
mechanical with electrical production Industrial Internet
production energy
% —
HERE COMES TRE SPORTS
> What is the potential and the challenge? CAF%;‘&O‘%! WES

| © MM Univmnad Prans Sonav et
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'Convolutional Neural Networks (CNNs)
Why are they so popular?

> Requires little or no domain expertise

> NNs are a “universal approximation function”

> If you make it big enough and train it enough _

> Can outperform humans on specific tasks

>> 10

30

22.5

15

7.5

2010

ILSVRC top-5 error on ImageNet

2011 2012 2013 2014 Human  ArXiv 2015

© Copyright 2018 Xilinx

> Will increasingly replace other
algorithms

>> unless for example simple rules can
describe the problem

> Solve problems previously
unsolved by computers

> And solve completely unsolved
problems
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'Compute and Memory for Inference

*architecture independent
**1 image forward
*** batch =1
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HERE COMES A
CEMENT TRUCK!

'Trend:

Explosion of Data

>Computing shifts towards cloud computing

>Data storage requirements explodes
> Photos => videos
> DNA!

Growth of DNA Sequencing
’ ]
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; ‘ Large concentration of compute and storage
Ll L
using economics of scale

Stephens, Zachary D., et al. "Big data: astronomical
genomical?." PLoS biology 13.7 (2015): e1002195.

Page © © Copyright 2018 Xilinx 8 X”_INX



'Technology:

End of Moore’s Law

Calculation of Cost Per Transistor by Node
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Economics become questionable
Source: IBS
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'Technology:

End of Dennard Scaling

Power Densi

Power dissipation becomes problematic

)
Source: Int

Page 14
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'Technology:

Traditional Compute Architectures Are Not Scalable

Memcached Performance vs Processor Cores (Xeon)
B00000
=l Xeon
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'Era of Heterogeneous Compute & Accelerators Has Arrived

Trends Technolo
THIS QUGHT | A/
3 = m @ m - Ci\culation of Cost Per Transistor by Node

mmmmmmmmm

mcached Performance vs Processor Cores (Xeon)

12 =18

> Diversification of increasingly heterogenous devices and system

Page 16
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Evidence

NVIDIA's Data Center Revenue from Fiscal 1Q16
to1Q18
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Market Realist®
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We Love Ourselves >0M= =~

i Elastic 6PUs On EC2

Compute intensive

Memory intensive High I/0

Insight 2016: AWS adding FPGA instances

© Copyright 2018 Xilinx
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Official At Last: Intel Completes $16.7 Billion Buy of

You May Like

This 34-year-old is a top
trader and says anyone can
getinto it

by GazetteLive | Sponsored

New Laser Eye Is Leaving
Optometrists Baffled in
Ireland

by healthtoday.me | Sponsored

Amazon's 'Lord of the Rings'
Will Be the Most Expensive

#  Television Show Ever Made

General Purpose:
GPU

Graphics intensive
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'Wave of Customized Hardware for Al

> Custom Al Silicon @erebras

COMPUTI NG

Google’s second generation TPU chips takes machine
learning processing to a new level

L [#]infs | ] s r]

> Quantum computing

Welcome to the Future

Quantum Computing for the Real World Today

> FPGA solutions
>> Microsoft Catapult and Bainwave

> Cloud economics enable adoptions

Page 18 © Copyright 2018 Xilinx - XILINX.



'FPGAS In Video Processing - Skreens

T e Y [ —
®0 0 ]
(S 233 [
Cloud-Based One Encoder Interactive

Develop them)?t API per Person Multi-Layering

L] L]
o o RESTful API allows service and content Mo set top box necessary. Skreens Combine, customize and arrange any
sgeneraction or vista | L
providers to integrate the power of Skreens innovative cloud encoding allows for video, web content, advertising or

[ ] . . . . . . c . . . . .
n t r F video processing across their solutions limitless personalization of digital media interactive inputs using our patented
l. e a. C e S o multi-layering technology.

# £ XILINX

Machine Powered by
Learning Xilinx

Ir Apply off-the-shelf or custom algorithms The best video processing, now on the
to analyze video frame-by-Frame, taking cloud. Skreens makes the most recent
action as appropriate to prioritize content programmable-chip acceleration

or dynamically update displays. accessible For any service without hardware

Page 19
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'FPGAS In Crypto-Currency Mining

> FPGAS are very good at
hash algorithm which
require bit-level fiddling

> Net benefit of mining is
determined by the used
energy cost

> FPGAS are typically
more energy-efficient
than GPUs and CPUs

Page 20 © Copyright 2018 Xilinx & XILINX.



'FPGAS iIn Genomics Acceleration Example

RECORD
HOLDER
e

» Important compute problem for personalized medicine .
>> https://www.youtube.com/watch?v=u60Q4 L2 ZnA ediCE) "l"genome
» FPGA value

Dramatic speed-up to enable real-time diagnosis
Analysis reduced from days to 20 minutes

TIME

(3 e ﬁt: o Teoat i'f“ o N New Tl"w OTNNs
Sl A J. N 15\ [N N O P B J..:—- 111 1IN VY L J.I'_-\

A

P

( Yy =T I _‘ 1y Ty = —n =
Gets a Critical Breakthrough
September 29, 2015 | By Alice Park

& XILINX

© Copyright 2018 Xilinx

Page 21


https://www.youtube.com/watch?v=u6Q4_L2_ZnA

'Application Acceleration with DSAs on FPGA Platforms

> DSAs for different applications — dynamic optimizations for changing workloads

> When networked, opportunity to directly scale-out

Execution Time
- Server CPU FPGA Accelerator

A\ 4

Database Workloads

CPU only (SRS ML Back End

Search (Database + ML)

Speech (ML) Workloads

CPU + ML ASIC F;)\gt ML BackEnd 7 / .
\,_.. ) / ecuri orkloads
e " FPGA Plane
et -
CPU Plane

App 2 n ST "
App N ﬂ Hyperscale Data Centers

with FPGA Accelerators
-8 © Copyright 2018 Xilinx 8 XI I_INX



>Beyond FPGAS:

Increasing number of customized
accelerators
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'Rooflines for Hardware Platforms

> Peak performance as a function of operational intensity
>> P = min{ OI*"BW; P}

1 Hardware:
P=100GOPS/s
Achievable BW=1GB/s
Performance maximum
GOPS/sec performance
(log)

Estimated peak performance for I:

1GOPS/s

Implementation
Operational intensity

Ol = 10PS/Byte

v

of an implementation
OPS:Byte
(log)

v
A
v

P
<«

Memory bound Compute bound
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' Horses for Courses

Page 25

GIPS
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Rooflines - GIPS with Best Performance

@ theoretical FPGA —@— theoretical GPU ® theoretical Phi @ theoretical CPU @ BobJenkins ® SDAccel FPGA
@ Best FPGA @ Best GPU ® - Best CPU @ Best Phi @ App A ® - App B
P . e : : $ H ] . . .
> > 1 J— Best GPU i 1 1
: 3 : s [retad : : : . .
A [ App B is better suited
pe )i " BestFPGA . fOr FPGAs
I I App A is better suited
GPU max FPGA max . towards GPUs
I performance performance " > v - 256 512 1024

l:Byte
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Increasingly Heterogeneous E
Hardware Platforms

XILINX.



'System Level: Diversification with Accelerator Support

i OpenPOWER

© Copyright 2018 Xilinx 8 XI I_INX



Accelerator Integration — Moving Closer to CPU

DTOCESE0r ProCessor PIOCESE0T ProCEssIr "
Processing System
Fash Controber Mtigort DRAM Contrller
NOR, NAND, SRAM, Guad SP1 D0R3, DORSL, DDR2
Memory  * H Py ‘ t ‘
Up o 426805 Imartace 4 |t g (R a i | BA
Fatform Bandwidth z .
QP I .—T. ‘u"“»esm“'" ="~ Debr-nd mi
- L H CEEY
[ - ey S X
Memaory s Fdemory Drocsssor | processor Intertace ] S E 5
= - " 2 |
Interface |} chipset M2 - = £ GPi0 sizometzcacie (01 M
00
i CAPI B i
By ) W), 7,

jL maane : ¢ 2 T ’: ! I . [
y - mm . |
[ 222]
Beneral Purpose AP High
AXI Ports

XADC
2x ADC, Mux,
Thermal Sensor

PCle Gen2
1-8 Lanes.

Programmable Logic
(System Gates, DSP, RAM)

0 3__;:__: : . Craretimst
& pce g™ =%

Multi-Standard 1/0s (3.3V & High-Speed 1.8V) Multi-Gigabit Transceivers
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' Device-Level:

Evolution of FPGAs to ACAPs

Exciting Times in Computer Architecture Research!

>> 29

Processing
System

Application
Processor

Real-Time
Processor

<>

SW Programmable Engine

SW PE SW PE SW PE

SW PE SW PE SW PE

NOC 1

Programmable Logic

© Copyright 2018 Xilinx
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'Unconventional Architectures Emerge

W g
f l N : 7 & ‘:?3 P
0@
1l 1 <= ' .7 \? .

>0n system and device level...
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Unconventional Examples

NN
s
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Key-Value Stores

NN
s
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Key Value Stores - Backaround

Yﬂu Upload michaela.blott@gmail. com

You have gone full screen. Exit full screen (F11)

> Many populal

michaela.blott@gmail.com Welcome to the YouTube homepage B
1 Slash

Watch Later ° Videos from your channel subscriptions and personalized video a =

. . recommendations appear below. YouTube sorts these videos based Subsert

iatciliency on what we think you'll want to watch next

R Paramore
hat to watch Want to see all the latest activity from your subscriptions? m i ﬂ Subscabe
Check out My subscriptions.

My subscriptions SLIPKHOT

Subscribe

Social
Added k

Apocalyptica feat Till indemann - Helden
1BE by kekelle31- 111,007 views

%
Helden"”, by Apocalyptica, feat. Till lindemann

Q Rammstein\Welt

H Till Lindemann

You

Subscribe

ool of x86-
vers  with
Only stg M running
recent

records

Send feedback

The Free Encyclopedia

Up to 30% o " @a. ) ¢ [} WIKIPEDIA
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'Current Implementations

: . _ S T
> Multithreaded implementation (pthreads) H::}";l‘l’:okugarse

>> Each request is a connection Value store access

> All threads execute drive_machine(), processes connections from one Format & transmit
state to next, and switches over connection state

>> Shared data structures (hash tables, value store,...)

drive machine () :
while (!stop) {

. switch(c->state) {
> BOttIeneCked by case connection waiting:
>> Synchronization overhead SRS SNl S
— Threads stall on memory locks, serializing execution for x86s case new_command:
. . . . . . _ lock ket;
>> TCP/IP is CPU intensive, interrupt intensive, too large to fit into road from secket:
Instruction cache (up to 160 MPKI) unlock socket;
. . parse;
>> Last level cache ineffective due to random-access nature of the case read htable:

application (miss rate 60% - 95% on x86) hash key;
lock hash table;
hash table access;
hash table LRU;

> Performance significantly below 10Gbps line rate unlock hash table;
case wrl e_ou put:
— Intel Xeon (8cores): 1.34MRps, 200-300usec, 7KRPS/Watt

© Copyright 2018 Xilinx 8 XI I_INX



'Dataflow Architectures to Scale Performance

FPGA

Request Hash Response
[ 106 ][ Parser J [ Table ] [ Value Store ] [ Formatter ][ 106 ]

1T
A DRAM Controller

Streaming architecture: )
Flow-controlled series of processing T Numerous requests are processed
stages which manipulate and pass DRAM back to back exploiting task level
through packets and their associated \ parallelism
Hash Value
state
Table Store

time

> 10Gbps demonstrated with a 64b data path @ 156MHz using 3% of FPGA resources
> 80Gbps can be achieved by using a 512b @ 156MHz pipeline for example

Source: [4] Blott et al: Achieving 10Gbps line-rate key-value stores with FPGAs; HotCloud 2013

© Copyright 2015 Xilinx 8 XI I_INX
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Deep Learning
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'Custom-TaiIored Hardware Architectures (Macro-Level)
Hardware Architecture Mimics the NN Topology

> Customized feed-forward dataflow
architecture to match network

topology BNN topology

' IMOPS
Only FPGAs can do this N 10MOPS -

nag
e
GE)
Stride
of 4
3

ddddddddd

S ws QUTPUT
g o P N g 9 D “Doq”
. _ 09
384 3 ‘ 256 ﬁlm
Ma
28 Max ):D‘:\ nnnnnnnnnnn
ggggggg

/

> Customized to meet design TS
requirements | pE | [taert] (eern)]
. Image — 10PE »result
>> Scaling towards resource and |L I p
performance targets FPGA

> Customized micro-architecture

© Copyright 2018 Xilinx 8 XI I_INX



'Synchronous Dataflow (SDF) vs
Matrix of Processing Elements (MPE)

R . Swam
BN BN EBE EE Spectrum of Options %%%

MAC, Vector Processor

. Wwc
WCnemory = UMW i

Weights Weights
ATmemory ’

E 2 * batch * Max(FMipy * FMipy
* #CHI)

CNV W CNV
Layer Layer Activations CNV —_—
Ping-pong Layer

AT emory = SUm(ATi)
ATi = batch * FMip;y, « CHi * (Ki + Si)

>> 38 Lin, X, Yin, S., Tu, F, Liu, L., Li, X. and Wei, S. LCP: a layer clusters paralleling .ma%in method for accelerating inception and residual networks on FPGA. DAC ’2?6 Xl I_INX
Alwani, M., Chen, H., Ferdman, M. and Milder, P. Fused-layer CNN ac@e?é’r‘%@@? F(;é;()ﬁl@éla -~



' Synchronous Dataflow (SDF) vs
Matrix of Processing Elements (MPE)

 Requires less activation buffering, more * Requires less on-chip weight memory, but more
weights activation buffers
* Higher compute and memory efficiency due * Efficiency of memory for weights and
to custom-tailored hardware design activations depends on how well balanced the
topology is

* Less flexibility

* Flexible hardware, which can scale to arbitrary
large networks

* Less latency (reduced activation buffering)

* Higher latency

* No control flow (static schedule)

* Compute efficiency is a scheduling problem

>> 39 © Copyright 2018 Xilinx & XILINX.



' Customizing the Micro-Architecture:
Reduced Precision Neural Networks

ImageNet Classification Top-5 Error over Time (ImageNet)
©0.00 » Float point improvements are slowing down
0,00 » Reduced precision competitive accuracy
» BNNs and TNNs are still rapidly improving <10% top5
40.00 =Y
53
s 30.00
20.00 ‘._,j
10.00 T.v:T
0.00
06/07/2009 18/11/2010 01/04/2012 14/08/2013 27/12/2014 10/05/2016 22/09/2017 04/02/2019
Release Date
—-BNN —@-CNN ® Reduced Precision Internal
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'Reducing Precision

Scales Performance & Reduces Memory

> Reducing precision shrinks LUT cost
>> |nstantiate 100x more compute within the same fabric

> Potential to reduce memory footprint
>> NN model can stay on-chip => no memory bottlenecks

Precision Modelsize [MB]
(ResNet50)
1b 3.2
8b 25.5
32b 102.5

© Copyright 2018 Xilinx

LUT Costs

T T
L+ RTL Compression
— 1.1*C
XK HLS Compression

r— 1.6*C -

™ 1 1 1 1
0 200 400 600 800

1
1000 1200}

C- Complexlty (Bit F"roducts)
C= size of accumulator *
size of weight *
size of activation
& XILINX.



' Reducing Precision provides Performance Scalability
Example: ResNet50, ResNet152 and TinyYolo

Up to 100x

1000 = T T T v Ir I o g
- VU9P Rooflines 212 £ £ £ £7
HP x HP g8 € e} g
—_ - 8b x8b olel o 2 &2 2
£ 100 Tx8b Sl £ &g L4
o E T x 4b slal o It ot
= T x 2b 5|%[ 9 g g
o 1b x 1b —— 3% 2 %, =)
2 10 - o 1l SB by
ol Eo d
E I 1 I:
8 - :
g 1} ShEE
N = S RN I I N S S R ST

1 10 100 1000 10000

Arithmetic Intensity [Op/Byte]

Theoretical Peak Performance for a VU9P with different Precision Operations
Assumptions: Application can fill device to 70% (fullv narallelizable) 300MH7

nLsovemel > Visualizing the benefits of customized compute
© Copyright 2018 Xilinx 8 XI _INX




FPGA:
LSTM - Test Error vs Power(W)
20
3/3
02/2 e /
18 ',
— 16 L
§ 0"2/3
5 14 v
0 '..3/4
= 12 L CLLETTTT T, 2/8
2/4 “e4/4
10 4/8
‘ Y
L 8/8
8 L LTI o
0.500 0.700 0900 1.100 1300 1500 1.700 1.900 2.100
Estimated Power Consumption [W]
e Bits (W/A)
=== Pareto Optimal

Reducing Precision Inherently Saves Power

ASIC:
Relative Energy Cost

Operation: Energy (pJ) 1
8b Add 0.03 |
16b Add 0.05 |
32b Add 0.1

16b FP Add 0.4
32b FP Add 0.9 |
8b Mult 0.2 |
32b Mult 3.1

16b FP Mult 1.1 I
32b FP Mult 37 |
32b SRAM Read (8KB) 5 |
32b DRAM Read 640

p—

10 100 1000 lOOOOl

Target Device ZU7EV e Ambient temperature: 25 °C e 12.5% of toggle rate e 0.5 of Static
Probability @ Power reported for PL accelerated block only

Source: Bill Dally (Stanford), Cadence Embedded Neural
Network Summit, February 1, 2017

"

TecHNISCHE UNIVERSITA
KAISERSL

Rybalkin, V., Pappalardo, A., Ghaffar, M.M., Gambardella, G., Wehn, N. and Blott, M. "FINN-L: Library Extensions and Design Trade-

>>43 Analysis for Variable Precision LSTM Networks on FPGASpyright 2018 Xilinx
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' Even More Unconventional:
Bit-Parallel vs Bit-Serial

> Furthermore, with bit-serial can provide run-time programmable precision with a fixed
architecture

A(n)

B(n)

Bit parallel

o(m)

Latency vs resource
trade-off

Bit serial

O(m)

——

> FPGA: Flexibility comes at almost no cost and provides equivalent bit-level performance at chip-

level for low precision*

>> 44 https://arxiv.orq/pdf/1806.08862.pdf

Umuroglu, Rasnayake, Sjalander"BISMO: A Scalable Bit-Serial Matrix Multiplication Overlay for Reconfigurable Computing." FPL’2018

© Copyright 2018 Xilinx
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Design Space Trade-Offs

30.00

25.00

5.0

0.00

IMAGENET CLASSIFICATION TOP5% VS COMPUTE COST F(LUT,DSP)

¢ 1b weights ® 2b weights 5bit weights 8bit weights X FP weights ® minifloat ResNet-50 Syq

Resnetl8

8b/8b

Compute Cost 286
Error 10.68%

X

Resnet50 _ - .
2b/8b Pareto-optimal solut|onmw

Compute Cost 127 Reduced Precision can

Error 9.86%

* reduce cost / resources

1.0

10.0 100.0 1000.0 10000.0 10000(

COMPUTE COST (LUTS + 100~ 2aVE€ POWEr

* scale performance

© Copyright 2018 Xilinx
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A

CNN Platform Clock BRAM18 LUTs Perf.(predicted) (Power) Efficiency Precision
(MHz) (GOp/s)(%) (W) (GOp/s/W) (%)
FINN-R Results
FINN-R MLP-4 AWS F1 (DF) 205.3 1,612 325,722 | 50TOPS - - WA
FINN-R MLP-4 Z7Z80C (DF) 300 417 38,205 5,110 (75%) 11.8 433 WAl
FINN-R MLP-4 PYNQ-Z1 (DF) 100 224 30,249 974 (99%) 2.5 390 wiAl
FINN-R CNV-6 AWS F1 (DF) 234 2,380 345,557 12,021 (95%) - - wlAl
FINN-R CNV-6 ZZSoC (DF) 300 283 41,733 2,318 (99%) 10.7 217 wiaAl
FINN-R CNV-6 PYNQ-Z1 (DF) 100 280 30,605 341 (99%) 2.25 152 WiA!
FINN-R Tincy-Yolo AWS F1 (DF) 190.7 2,712 205,537 4,023 (93%) - - WA
FINN-R Tincy-Yolo ZZSo0C (MO) 220 316 40,808 146.2 (42%) 9.7 15 WA
FINN-R Tincy-Yolo PYNQ-Z1 (MO) 100 280 46,507 60.1 (36%) 2.5 24 w'a®
FINN-R DoReFa-Net/PF AWS F1 (DF) 109.6 2,160 421,255 8,540 (92%) - - WA
FINN-R DoReFa-Net/PF ZZ80C (MO) 220 432 36,249 75.68 (88%) 10.2 4 WlAZ
FINN-R DoReFa-Net/PF PYNQ-Z1 (MO) 100 278 35,657 33.2 (73%) 2.5 8 WlA?

ACM TRETS Special Edition on DL: FINN-R

From Embedded to Cloud

© Copyright 2018 Xilinx



Summary
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* Trend towards big data and the need for HPC and ML
faces technology challenges.

* This spurns a diversification of increasingly
heterogeneous compute architectures

* Fueled by cloud economics
Su m ma ry * Needs to be addressed through architectural innovation

* Unconventional computing architectures emerge, in
particular exploiting FPGAs

* These can bring performance scaling and energy
efficiency

© Copyright 2018 Xilinx 8 XI I_INX



Challenges

Programming complex systems

Integrating diversity of DSAs within the cluster
context

Benchmarking heterogeneous systems for
specific applications

* That are fundamentally differently programmed

» That exploit different points within the design space




THANK YOU!

>>

Adaptable.

XILINX.
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